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Abstract A principal limitation of physics-based modeling in the Thermosphere-Ionosphere system
is the large uncertainty associated with the implementation of the external forcing of the system,
including high-latitude convection and particle precipitation, solar UV/EUV fluxes, and waves propagating
from below. As measuring these quantities with sufficient spatial and temporal resolution is prohibitively
costly, a more practical approach to improve model results is to assimilate more readily available
measurements of the system. We discuss considerations in implementing an Ensemble Kalman Filter (EnKF)
for a strongly forced system versus a chaotic system, overview an EnKF implementation for the strongly
forced Coupled Thermosphere, Ionosphere, Plasmasphere, and Electrodynamics model, and present
encouraging improvements to neutral density specification obtained by assimilating Challenging
Minisatellite Payload (CHAMP) neutral density measurements. The model results show improvement
in comparisons with both CHAMP and Gravity Recovery and Climate Experiment (GRACE) measurements
during a geomagnetically quiet period at solar minimum.

1. Introduction

Neutral density is of particular importance to orbit determination for satellites in Low Earth Orbit (LEO).
Atmospheric drag is a function of neutral density; consequently, a large contribution to the uncertainty
in tracking space debris, forecasting satellite collisions, and projecting satellite lifetimes can be attributed
to uncertainty in specification of the global neutral density field. Changing space weather conditions are
the largest contributor to the changes in the global neutral density field. Physics-based models of the
Thermosphere-Ionosphere region encompassing LEO are the most promising for their ability to propagate
state in time using system dynamics (Fedrizzi et al., 2012; Moe & Moe, 2011). State propagation is critical
when measurements are sparse—the measurements available at a given point in time can be used not only
to correct the immediate state but may also improve future states by guiding the trajectory of the model in
state space. Empirical models are limited in their ability to represent structure and, in practice, suffer during
disturbed periods when the Thermosphere-Ionosphere exhibits large deviations from climatology.

The ability of physics-based numerical models of the Thermosphere-Ionosphere to reproduce observations
and to make accurate specification of the current and future state of the system is at present limited by
incomplete knowledge of the system forcing as a function of time (Codrescu et al., 1997, 1989; Crowley et al.,
2006; Fuller-Rowell et al., 2000). The use of a proxy index for solar Ultra Violet (UV) and Extreme Ultra Violet
(EUV) radiation, the use of statistical patterns of particle precipitation and plasma convection for the calcula-
tion of Joule heating, and the use of an hourly averaged parameterization of the lower boundary condition
lead to large uncertainties in model predictions, especially during disturbed conditions. The cost of mea-
suring the necessary system forcing parameters, notably Joule heating, with sufficient spatial and temporal
resolution, is prohibitive. A viable alternative is to use a Data Assimilation (DA) scheme to correct the state
of a physics-based numerical model according to more easily obtained measurements containing sufficient
information to infer system forcing.

Currently, we develop and extend an Ensemble Kalman Filter (EnKF) architecture first explored in Codrescu
et al. (2004). The EnKF is a computationally feasible Monte Carlo approximation to the Kalman Filter, useful for
large, nonlinear systems (Evensen, 1994). For the Thermosphere-Ionosphere, the state covariance, that is, the
cross correlation between state elements, is nonstationary. The EnKF is a practical choice since the necessary
covariance can be determined at each assimilation time step from statistics across an ensemble of model
simulations (members). While the EnKF has found wide use in both terrestrial and oceanographic applications,
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Figure 1. An illustration of difference between a chaotic versus a strongly
forced system. Strongly forced systems are most sensitive to the forcing over
time, while chaotic systems are more sensitive to the initial condition.

unfortunately the sparsity of measurements and the nature of the
strongly forced systems present in space science have delayed the simi-
lar wide application of data assimilation in research and operational Space
Weather. The results described in this study are a step in the direction
of using numerical models for specification and, in the future, forecast of
total mass density in an operational environment to help tracking of space
debris and prediction of satellite orbits.

In this work, we introduce an implementation of an Ensemble Kalman
Filter for the Thermosphere-Ionosphere. First, we motivate our approach
by examining the difference between strongly forced and chaotic sys-
tems. In sections 3 and 4, we present the specifics of an implementa-
tion utilizing the Coupled Thermosphere, Ionosphere, Plasmasphere, and
Electrodynamics (CTIPe) model as the forecast model. In section 5, we
present an experiment assimilating CHAMP satellite observations of neu-
tral density and comparison of the result with measurements of neutral
density from the GRACE satellite. Finally, we close with a discussion of
results in the context of recent DA work in the Thermosphere-Ionosphere
and future research directions.

2. System Types

The goal of the ensemble within the EnKF is to maintain a distribution of points in state space representative of
the uncertainty in the model state with respect to reality. Concretely, a wider distribution of ensemble mem-
bers indicates more uncertainty. The initial Evensen (1994) formulation of the EnKF, and following widespread
adoption, initializes the ensemble distribution by randomizing the initial condition of each ensemble member.
In other words, each member is seeded with an initial condition perturbed by adding a random component
sampled from some distribution with relevant covariance. This is natural for chaotic systems as the principle
uncertainty in the current state of the system is due to uncertainty in the initial condition.

Consider, however, the difference between a chaotic and a strongly forced system. Chaotic systems are char-
acterized by a strong dependence on the initial condition. In a chaotic system, two slightly different initial
conditions will diverge over time to widely different locations in state space. On the other hand, a strongly
forced system exhibits a strong dependence on the forcing over time. Two significantly different initial
conditions will converge toward a more similar state if each is given the same forcing over time (Figure 1).

Recognizing that the Thermosphere-Ionosphere is strongly forced (Huba et al., 2014; Johnson & Killeen, 1995;
KORENKOV, 2013), combined with the uncertainty of the available forcing inputs, we choose to create an
ensemble by randomizing only the forcing applied to each ensemble member. The randomized forcing in
time results in a distribution of ensemble members in state space that is conceptually similar to one created
by randomizing the initial condition and using perturbed observations, yet better represents the uncertainty
in modeling the Thermosphere-Ionosphere.

3. Ensemble Kalman Filter

The EnKF uses the familiar update equation from the Kalman filter equation (1) (Kalman, 1960) but approxi-
mates the Kalman gain K using K̂ , derived from an ensemble of state realizations, as will be shown below in
equation (4).

xa = xf + K(y − h(xf )) (1)

Notationally, x is the EnKF state vector. Specifically, xf ∈ R
n is the forecast state estimate. xa ∈ R

n is the
analysis estimate of the state taking into account measurements. K is the Kalman gain, y ∈ R

m is a vector
of observations of the system, and h(x) ∶ R

n → R
m is a function mapping from state to measurements such

that y = h(x).

K̂ is calculated from an ensemble containing q members, each an independently perturbed state realization
where xfi is the EnKF state vector of the ith member of the ensemble and, similarly, yfi = h(xfi ) are simulated
observations according to the ith ensemble member.
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Since the true state is unknown, the ensemble means x̄f and ȳf are used to approximate true state and
measurements, respectively. The state error Ex and the observation error Ey are given by

Ex = [xf1 − x̄f … xfq − x̄f ] and Ey = [yf1 − ȳf … yfq − ȳf ] (2)

Then

Pxy = 1
q − 1

Ex(Ey)T and Pyy = 1
q − 1

Ey(Ey)T (3)

where Pxy is the state measurement error covariance and Pyy is the measurement error covariance. Finally,

K̂ = Pxy(Pyy + R)−1 (4)

Once equation (1) has been evaluated at time t to obtain the analysis estimate xa
t , the state can then be forecast

into the future using the forecast model, creating xf
t+1 and the assimilation process repeats. For more depth

on these equations, see Gillijns et al. (2006), noting the addition of observation error covariance R ∈ R
m×m

in equation (4).

4. Methodology
4.1. Forecast Model
The forecast model used in the assimilation scheme is the Coupled Thermosphere, Ionosphere, Plasmasphere,
and Electrodynamics (CTIPe) model (Millward et al., 1996). CTIPe is a nonlinear physics-based numerical code.
The model consists of four distinct components that are fully coupled. Included are a global thermosphere,
a high-latitude ionosphere, a middle- and low-latitude ionosphere/plasmasphere, and an electrodynamics
calculation of the global dynamo electric field. The latest developments include validation and tuning to
reproduce observations (Codrescu et al., 2008, 2012; Fedrizzi et al., 2012).

The thermosphere code simulates the time-dependent structure of the wind vector, temperature, and den-
sity of the neutral thermosphere by numerically solving the nonlinear primitive equations of momentum,
energy, and continuity (Fuller-Rowell & Rees, 1980). The global atmosphere is divided into a series of elements
in geographic latitude, longitude, and pressure. Each grid point rotates with Earth to define a noninertial
frame of reference in a spherical polar coordinate system. Latitude resolution is 2∘, longitude resolution is 18∘,
and the vertical resolution is 1 scale height. In the vertical direction the atmosphere is divided into 15 lev-
els, in logarithm of pressure, from a lower boundary of 1 Pa at 80 km altitude, to a varying altitude generally
above 400 km.

In addition to the thermosphere, CTIPe includes fully dynamic and coupled descriptions of the high-latitude
ionosphere and middle- and low-latitude ionosphere and plasmasphere. In these regions the model solves
the relevant equations of continuity, momentum, and energy for O+ and H+ ions and electrons. The equations
are solved along a large number of independent, magnetic flux tubes, orientated along an assumed eccentric
dipole magnetic field.

The model inputs include a weighted average of F10.7 nm radio flux, used for the calculation of heating, disso-
ciation, and ionization rates though correlation with the Hinteregger reference spectrum (Hinteregger et al.,
1981). Additionally, solar wind parameters are input at each time step: solar wind speed |Vsw|, solar wind den-
sity 𝜌sw, magnitude of the solar wind interplanetary magnetic field in the GSE-YZ plane BN, and solar wind
magnetic field angle from +Z in the GSE-YZ plane B𝜃 . Solar wind inputs determine the magnetospheric input
to the model from empirical models of auroral precipitation (Fuller-Rowell & Evans, 1987) and convection
electric fields (Weimer, 2005). The use of statistical models in the calculation of Joule heating introduces large
uncertainties in the forcing of the model and consequently in the model results.

The EnKF state vector includes at each time step a subset of the system forcing that does not include the
parameterization of tides, gravity waves, and planetary waves propagating into the Thermosphere from
below. These are included in CTIPe by applying an hourly reproducible lower boundary condition determined
from a climatological run of the Whole Atmosphere Model (WAM) (Akmaev, 2011; Fuller-Rowell et al., 2008).
The influence of the lower boundary condition on CTIPe model results, although considerable, is expected to
change on time scales of several days, not hours, and for this reason is not estimated in this study.

4.2. Assimilation Scheme
The assimilation scheme is implemented in C++ and uses the Eigen linear algebra library (Guennebaud
et al., 2010) as well as the NetCDF file format to interface with the CTIPe model. The equations implemented
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Figure 2. Visual layout of the major components and flow of information through our Ensemble Kalman Filter Data
Assimilation Scheme.

are described in section 3. Importantly, this method calculates only the necessary terms of the covariance
matrix. The code is primarily a research tool and, as such, is designed to be configurable, modular, and
extensible. Figure 2 is a block diagram overviewing the configuration in which our results were obtained.

The ensemble is distributed by applying an independent and identically distributed (i.i.d.) set of input forcing
parameters to each ensemble member. The i.i.d. input realizations are sampled from a normal distribution
centered about a “special member.” In other words, there exists an ensemble member whose forcing is equal
to the mean of the distribution from which ensemble member forcings are sampled. Recall from equation (2)
that the ensemble mean approximates the true state, and thus, the special member is a realization of the best
estimate of the state at any time.

In addition, a reference member is run in parallel with no assimilation. It uses the initial condition and inputs
that would have been available in an operational real time run (Codrescu et al., 2012) and is a useful basis to
gauge the improvement due to DA.

5. Data Assimilation Experiment
5.1. Configurations
The assimilation scheme is run for the full day of 20 March 2007– a geomagnetically quiet day near solar min-
imum in three otherwise identical configurations: (i) correction of the model state, (ii) model state correction
and forcing estimation, and (iii) only forcing estimation. In all three, a 75 member ensemble with a 10 min
assimilation time step is used. In each configuration, the ensemble is distributed at each assimilation time
step by applying to each member’s input a perturbation sampled from the following normal distributions:
F10.7 ∼  (0, 50), |Vsw| ∼  (0, 50), 𝜌sw ∼  (0, 5), BN ∼  (0, 20), and B𝜃 ∼  (0, 50).

The EnKF state vector is illustrated in equation (5) and consists of the model forcing parameters appended to
model state. For the current experiment, the variables included in the state are those necessary to calculate
neutral density, namely, neutral temperature, mass mixing ratios for atomic oxygen, molecular oxygen, and
molecular nitrogen, mean molecular mass, as well as vertical and horizontal components of the neutral wind.

x =
[

model forcing
model state

]
(5)

Configuration (i) is a typical application of the EnKF in which the model state is estimated according to the
measurements. Specifically, the model state component of the analysis EnKF state vector xa is forecast by the
background model at each assimilation time step. The model forcing components of xa are ignored in this
configuration. The forcing parameters used are the average over the assimilation time step for the special
member, and a perturbation of that for each ensemble member.

In Configuration (ii), both the model state and the model forcing parameters are estimated. Similar to
Configuration (i), the model state is forecast at each assimilation time step; however, the estimated model
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Figure 3. Shown are altitude, geographic latitude, and satellite local time for both the CHAMP and GRACE satellites.
GRACE remains about 100 km above CHAMP at all times and both vary in location relative to each other throughout the
day. The variable separation between the satellites is important to explore how assimilation of data from one satellite
(CHAMP) influences neutral density specification at the location of the other (GRACE).

Figure 4. Neutral density results in Configuration (i): state correction. Top: assimilated observations and specification at
the CHAMP satellite. Bottom: for comparison, observations, and specification at the GRACE satellite. Observations are
shown in gold, forecast neutral density in blue, and final analysis specification in black. For reference, shown in red is the
reference model run without assimilation. Error bars on gold observations show the uncertainty indicated by the data
provider. Error bars on forecast and analysis points indicate the corresponding error estimates. Model specification
comes into good agreement with CHAMP observations after three assimilation time steps and tracks observations for
the remainder of the day. Bottom comparison illustrates a known bias between GRACE and CHAMP observations.
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Figure 5. Neutral density results in Configuration (ii): both state correction and forcing estimation. Top: assimilated
observations and specification at the location of CHAMP. Bottom: comparison with GRACE observations. Same format as
Figure 4. In specification, forcing estimation in conjunction with state correction in Configuration (ii) performs slightly
better than just state correction in Configuration (i); however, error bars are smaller indicating higher confidence in
solution. Again, bottom plot shows known bias between GRACE and CHAMP observations.

Figure 6. Estimated forcing resulting from Configuration (ii): both forcing inference and state correction. Observed
forcing parameters shown in gold, forecast in blue, and final analysis estimate in black. The analysis estimate becomes
the forecast value for the next assimilation time step. Note, the red reference in Figures 4, 5, and 7 are produced using
the observations in gold. These estimated forcing parameters are not necessarily an estimate of reality; they are
statistically determined to improve CTIPe agreement with observations.
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Figure 7. Neutral density results from Configuration (iii) only forcing estimation. Top: neutral density assimilated
observations and specification at the CHAMP satellite. Bottom: for comparison, observations and specification at the
GRACE satellite. Observations are in gold. Blue indicates the forecast. The analysis (black in previous plots) is not shown
as this configuration does not modify the state and so Neutral Density specification is the same between forecast and
analysis. The results indicate that the system can only react so quickly to certain changes in the forcing. It is conceivable
that this configuration could effectively track the observations given a more accurate initial condition. As shown, the
entire day is spent resolving the initial bias. The estimated forcing parameters improve agreement with observations
relative to the reference.

forcing component is not ignored. For each assimilation time step, the estimated model forcing parameters of
the special member are used for the special member over the next assimilation time step, and a perturbation
of that for each ensemble member.

In Configuration (iii), only the model forcing parameters are estimated. The estimated forcing is handled in the
same way as for Configuration (ii), the estimated forcing parameters for the special member are applied to the
special member over the following assimilation time step, and a perturbation of that is used for each ensem-
ble member. The model state component is completely ignored; it is not forecast by the background model.
Instead, at each time step, each member retains their previous forecast state. While Configuration (iii) does
not perform as well as Configuration (i) or (ii), it is included as a discussion point to highlight characteristics
of the DA scheme.

5.2. Observations
Neutral density observations used in this experiment are derived from accelerometers flown aboard the
polar orbiting Challenging Minisatellite Payload (CHAMP) (Reigber et al., 2002; Sutton et al., 2007) and
Gravity Recovery and Climate Experiment (GRACE) (Sutton et al., 2007; Tapley et al., 2004) satellites. These
accelerometers are sensitive enough to estimate in situ neutral density based on acceleration due to drag
forces.

Figure 3 shows the orbits of the GRACE and CHAMP satellites. In all three configurations, the same observa-
tions from CHAMP are assimilated. Nominally, about 10 CHAMP measurements are available for each 10 min
assimilation time step. Observations made by GRACE are not assimilated but are instead used for independent
comparison at a point some distance away from CHAMP.

Observations of CTIPe model forcing parameters are provided by Space Weather Prediction Center. The F10.7

index is measured by the Penticton Radio Observatory. The operational F10.7 value used is the previous day
averaged with the F10.7 averaged over the previous 41 days (Codrescu et al., 2012). Solar wind parameters -
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Figure 8. Estimated forcing parameters from Configuration (iii) only forcing estimation. Observed and estimated
model input parameters shown in the same format as Figure 8. These estimated forcing parameters are definitely not
an estimate of reality; instead, they reflect values chosen to improve model agreement with observations. Given the
persistent bias between model state and observations and given the statistical ensemble correlations, physically
impossible values may appear necessary to “force” the state, negative F10.7, for example, but such results are clipped
to a valid range. In this way, Configuration (iii) is limited in how quickly, for example, energy may be removed from
the system.

|Vsw|, 𝜌sw, BN, and B𝜃 are observed by the Advanced Composition Explorer (ACE) satellite. Configuration (i) is
forced according to these measurements, while Configuration (ii) and (iii) use these input measurements only
for the initial assimilation time step and rely on estimated forcing parameters for subsequent assimilation
time steps.

5.3. Results
Figure 4 shows the result of assimilating CHAMP neutral density measurements and comparison with GRACE
observations via state correction only in Configuration (i). In all neutral density plots (Figures 4, 5, and 7),
observations are shown in gold, blue indicates forecast neutral density specification before assimilation, and
black indicates analysis specification after assimilation. Corresponding specification by the reference member
is shown in red. Error bars on gold observations show the uncertainty indicated by the data provider. Error
bars on forecast and analysis points indicate the corresponding forecast error and analysis error estimates.

Configuration (ii) produces the results shown in Figure 5. Estimation of forcing parameters combined with
state correction produces the best agreement and lowest uncertainty results. Furthermore, this configuration
most clearly illustrates the bias between GRACE and CHAMP observations. As Configuration (ii) also estimates
the forcing parameters, these are shown in Figure 6. In both forcing parameter plots (Figures 6 and 8), obser-
vations are shown in gold, forecast in blue, and analysis in black. Note that the forecast values are simply the
analysis values from the previous assimilation time step.

Finally, for Configuration (iii), the result of estimating only forcing parameters is shown in Figure 7. Since the
state is not corrected via the Kalman update in this configuration, the analysis neutral density specification is
the same as the forecast and is not shown. The corresponding Configuration (iii) estimated forcing parame-
ters are displayed in Figure 8. While agreement with observations is worst in this configuration, it highlights
both the response time to forcing parameters and points to reasons that estimating both state correction and
forcing parameters in Configuration (ii) yields the best performance.
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Table 1
Normalized Root Mean Square (NRMS) Difference Between Observations and Model for Each Configuration

NRMS (xf , yCHAMP) NRMS (xa , yCHAMP) NRMS (xf , yGRACE) NRMS (xa , yGRACE)

Configuration (i) 35% 16% 53% 56%

Configuration (ii) 30% 14% 58% 60%

Configuration (iii) 87% - 57% -

Note. Using the notation introduced in section 3, we present NRMS (x, y) = RMS (y−h(x))
RMS (y) , where RMS (y) =

√
1
N

N∑
i=1

(yi)2.

The NRMS is presented for the forecast xf , analysis xa for both CHAMP and GRACE observations. In all Configurations, the
reference is the same, with NRMS (xref, yCHAMP) = 179% and NRMS (xref, yGRACE) = 170%.

The results of all three Configurations are summarized in Table 1 through presentation of a Normalized
root-mean-square (NRMS) difference between the model specification and observations. In all Configurations,
the results show significant improvement over the reference run.

6. Discussion and Conclusion

The results of each Configuration show a bias evident when comparing the agreement between assimilated
CHAMP observations and CTIPe specification versus comparison with GRACE observations. To verify that the
poor agreement in average between assimilated results and the comparison GRACE neutral density observa-
tions is the symptom of a systematic bias between the data sets, not an inability of the method to extrapolate
to regions away from the ingested data set, the relative bias for neutral density specification between GRACE
versus CTIPe and CHAMP versus CTIPe is calculated. The satellite observations were normalized to 400 km
using the Mass-Spectrometer-Incoherent-Scatter (MSIS) model. For the full year of 2007, the relative bias has
been estimated to be −0.08 between CHAMP and CTIPe, while for GRACE observations, the relative bias is
−0.4. The conclusion is that there exists approximately 32% bias between GRACE and CHAMP observations.
This agrees with a 30% bias calculated in Matsuo et al. (2012). For the remainder of the analysis, this bias will
be ignored.

Configuration (i) is likely the most familiar in EnKF literature. It was presented first as a demonstration that
the premise of an EnKF based on an ensemble distributed via randomized forcing can produce covariance
statistic resulting in improvement of CTIPe global neutral density specification during quiet times through
the assimilation of highly sparse measurements. This conclusion is reached by comparing the analysis result
to the reference run, which indicates assimilation performs significantly better at reproducing observations
than can be done using only the forcing parameters available operationally.

The improvement gained in Configuration (ii) in terms of slightly better specification and reduced uncertainty
results from estimating forcing parameters which are then applied over the next assimilation time step. An
effect of applying estimated forcing parameters is improved overall state consistency. The state of the model
consists of more fields than just those included in the EnKF state vector. By estimating both the forcing and a
correction to the state, elements not included in the filter are kept in better consistency via forcing with those
that are corrected in place by the scheme.

It is important to highlight that the estimated forcing parameters do not represent an estimate of reality.
The estimated parameters, for example, do not dispute solar wind observations; instead, they are statis-
tically determined to improve agreement between CTIPe results and the assimilated observations. There
are many reasons for the discrepancy between observed forcing parameters and estimated parameters.
Examples include systematic biases and incorrectly tuned parameters within the model, which the scheme
may attempt to compensate for. Furthermore, while the operational value of F10.7 is measured once per day,
the UV and EUV fluxes for which it is a proxy vary on much shorter time scales and can be estimated at a higher
cadence. Finally, for solar wind values, which ultimately parameterize Joule heating through empirical models
of auroral precipitation and convection electric fields, the Joule heating suggested by neutral density obser-
vations may be different than what is parameterized by the observed solar wind values. From the point of view
of the model inputs, this is manifested in solar wind uncertainty but really represents uncertainty between
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observation at ACE until Thermosphere-Ionosphere effectiveness, which includes propagation to Earth and
furthermore through interaction with the magnetosphere. In summary, forcing parameters other than those
observed may produce the best model agreement with observations.

A potential disadvantage of performing state correction as in Configurations (i) and (ii) is the disruption of
state self-consistency. For example, the mass mixing ratio of the simulated atomic and molecular species must
sum to 1. Unfortunately, the filter is currently unaware of this constraint and other physical limits within the
system. To address this, the mixing ratios are normalized after assimilation to ensure they sum to 1; however,
more investigation is necessary into the effects of assimilation on state self-consistency and how to address
inconsistencies, should they occur.

Another disadvantage of state correction is the introduction of physically unsupported trajectories in state
space—consider that correcting the model likely produces a state space trajectory that cannot be realized
through physical dynamics of the system, or one that is not implemented in the model. In fact, this is the fun-
damental way in which results from Configurations (i) and (ii) are different from Configuration (iii). In practice,
this appears to be of little consequence to the goal of improving specification but could become detrimental
to prediction. Careful examination of the state space trajectory under assimilation versus without could even
shed light on missing physics.

Configuration (iii) represents one possible solution to prevent nonphysicalities in state space. Estimation of
only the forcing parameters restricts the scheme to steer the forecast model according only to the dynamics
implemented. As the results indicate, the improvement is not as significant compared to the other config-
urations. At first, the result that state correction fares better than pure forcing correction may appear to
contradict assertions that the system is strongly forced. This, however, is not a contradiction but is completely
a result of the system response time to changes in the forcing parameters. Consider, for example, that it is
easy to rapidly inject energy into the system through a combination of forcing parameters but hard to rapidly
remove energy. State correction in Configurations (i) and (ii) fares better because we are able to impose a
state with less energy, instead of relying only on natural processes in the case of Configuration (iii) to remove
the energy.

Physical limits to the response time of the system are apparent in another way in Configuration (iii) in that
the estimated forcing is frequently clipped to a range between empirical nominal minimum and maximum
observed values. These bounds are necessitated by the filter returning physically impossible values at times.
According to the statistics of the ensemble, physically impossible values that would crash the model may be
necessary to move the state to the measurements. Of course, these values cannot be allowed. We suspect
that if the state were initially very close to reproducing observations, more nominal forcing values would be
estimated and the boundaries on these parameters would not be encountered. In such case, we would hope
to investigate how such estimated parameters compared to observed values.

Similar to other work (Chen et al., 2016; Scherliess et al., 2004), we find good performance with assimilation
time steps on the order of 10 to 30 min. Preliminary experiments (not shown) indicate deteriorating perfor-
mance with assimilation time steps under 5 min. Between 10 and 30 min, there appears to be a trade-off
between forecast performance and analysis performance—dependent on Configuration as well. For the sake
of consistency between configurations presented, each uses 10 min assimilation time steps; however, interest-
ingly Configuration (iii) appears to produce better results with 30 min assimilation time steps. A more detailed
investigation of the configuration space is necessary in this case.

Unlike virtually all other Thermosphere-Ionosphere assimilation schemes in the literature (Chartier et al., 2016;
Godinez et al., 2015; Hsu et al., 2014; Matsuo et al., 2013; Morozov et al., 2013; Solomentsev et al., 2012), we
do not localize the covariance matrix. In these previous studies, localization is applied to minimize the effect
of spurious correlations. Spurious correlations are an artifact of the initial randomization of a large number of
state elements across a small ensemble. Consider that the size of the EnKF state vector is usually many orders
of magnitude greater than the number of ensemble members. Given such proportions, it is impossible to
generate an ensemble without giving rise to spurious correlations. In our assimilation scheme, the ensemble
distribution is created through the randomization of six forcing elements across a 75 member ensemble. It
becomes improbable for spurious correlations to arise when the size of the ensemble is an order of magni-
tude larger than the number of randomized elements. We speculate that since the ensemble uncertainty is
distributed in state space along the few degrees of freedom of the forcing, the covariances that arise are global
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and tied in correlation with the forcing parameters. In other words, the six forcing parameters form a basis for
the uncertainty over which our 75 member ensemble is able to effectively sample. Resulting corrections due
to observations are made globally through the entire state.

To conclude, we have explored initial results demonstrating that our Ensemble Kalman Filter-based Data
Assimilation scheme is capable of improving global neutral density specification based on highly sparse mea-
surements during geomagnetically quiet conditions at solar minimum. The key to this result is recognition
that the primary system uncertainty lies in the system forcing—and that consequently ensemble members
should be distributed by randomizing the forcing applied to each. It appears that, at least for these condi-
tions, without randomizing the initial condition, the need for localization is eliminated and neutral density
measurements can be utilized to apply global neutral density corrections. With the current implementation
in place, we anticipate turning our attention to assimilation of measurements during storm conditions and
extending the assimilation to include ionospheric measurements.
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